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Abstract 

Machine methods of image analysis are gaining popularity in various fields of life. How-
ever, the question remains as to how effective such algorithms are on low-quality data, such as 
those that can be used in the field of telemedicine. The work provides a comparative analysis 
of various approaches to object detection in MRI brain images taken from a computer screen. 
For the recognition of brain contours in the image, a classical morphometric approach 
(OpenCV library), the Viola-Jones algorithm, and two deep learning algorithms, YOLOv8 and 
EfficientDet, were used. The comparison of these methods was conducted in terms of the qual-
ity of object detection in the image. To assess the quality, we used the IoU metric, as well as 
measured the amount of memory used and the speed of algorithm execution. As a result of the 
comparison, we found that the YOLOv8 model demonstrated the best performance in terms of 
object detection quality. However, its performance was unstable in cases of low-quality images 
with high levels of noise. Among the considered approaches, YOLOv8 is also the most memory-
intensive. The YOLOv8 network architecture can be considered the best candidate for further 
practical application in terms of average performance and resistance to noise.  
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1. Introduction  
Nowadays, image analysis and object detection on images play a key role in many fields, 

including industry, robotics, and medical diagnosis [1-3]. The use of digital technologies is con-
sidered one of the approaches that can help improve the quality of healthcare services and the 
experience of patients, physicians, and other service recipients [4]. Among e-health services, 
telemedicine [5] and mobile health based services are becoming increasingly popular. In 2016, 
IBM researchers estimated that 90% of all medical data were images [6]. Accordingly, a huge 
number of methods have been developed to analyze medical images, which are well described 
in the literature [7]. 

Methods of analyzing medical data using machine learning algorithms are becoming wide-
spread [8]. In particular, they are used to solve the problems of classifying the types of brain 
and lung lesions and making a diagnosis [9 -11]. However, machine learning algorithms are 
often developed and tested on high-quality data, such as MRI and CT images, presented as 3D 
or 4D images with low noise and high spatial resolution. At the same time, visualization and 
analysis of such data are rather laborious and also requires the use of specialized software that 
allows the user to upload and then view data in specific formats (NIfTI, DICOM). In real life, 
for quick information exchange about the condition of patients, as well as for telemedicine con-
sulting, medical specialists frequently take photos of the computer screen on which the result 
of the MRI scans is displayed. Telemedicine today is just beginning to gain popularity in the 
Russian market. During the COVID-19 pandemic, the need for remote transmission of medical 



data has emphasized the importance of developing reliable algorithms to provide medical care 
at a distance [11]. One of the major advantages of telemedicine is the saving of time and finan-
cial resources, and allowing consultations with subspecialty physicians without them having to 
move [12]. Also, when using telemedicine, patients have the opportunity to remotely transmit 
data about their health status, including photos taken with a smartphone camera. However, in 
this case, the quality of images deteriorates and additional noise appears on them, which can 
lead to unstable operation of standard methods of image analysis [13]. In addition, we note that 
the developed algorithms should not be labor-intensive in computations in order to be suitable 
for mobile use. 

The purpose of the present study is to compare the performance of different algorithms in 
the task of detecting brain structures on MRI images taken by a smartphone from the monitor 
screen.  The criteria for comparison will be the accuracy of object detection in the image, the 
amount of memory occupied by the model, and the number of elementary operations carried 
out by the model. 

In this paper, we analyzed and compared four approaches to solving the problem of ob-
ject detection in an image: the morphometric approach [14], the Viola-Jones algorithm [15, 16] 
and two neural network models: YOLOv8 [17] and EfficientDet [18]. The morphometric ap-
proach is one of the common medical image preprocessing methods for machine learning [19], 
which allows the user to find objects in an image using standard OpenCV library functions 
without using deep learning algorithms. However, it remains unknown how robust this algo-
rithm is when dealing with poor quality images. The Viola-Jones algorithm is also a common 
and long-used method for automatic object recognition [20,21], so it is particularly interesting 
to compare it with the most popular modern deep learning algorithms such as YOLOv8 and 
EfficientDet. The above approaches were analyzed, taking into account their advantages and 
limitations in the context of the task presented. 

2. Description and formalization of initial data 
A special set of images was prepared for the training and testing of the considered algo-

rithms. The open clinical dataset BraTS-19 [22-24] was taken as a basis. This database contains 
extensive routine clinical preoperative MRI images of glioblastoma and brain glioma. Among 
the different imaging modalities presented in NIfTI (.nii) file format, images recorded using 
FLAIR sequences were selected because they are the most widely used in the context of malig-
nant glioblastoma detection. From the selected 3D images, several cross-sections were visual-
ized, which were then converted into PNG images using the NiBabel library [25] and photo-
graphed using the cameras of different smartphones (Samsung Galaxy S10e, 12 MP; Samsung 
Galaxy A50, 25 MP; Redmi Note 10 pro, 108 MP). A total of 631 images were prepared. Exam-
ples of the resulting images are presented in Fig.1. 

 

 
Fig. 1. Examples from the training set 



 
It is worth noting that the images may contain a variety of extraneous objects: desktop 

icons, glare, reflections, and other noise — in order to simulate as closely as possible the images 
that may occur during real clinical practice. All images were then manually labeled by the au-
thors using the Roboflow tool [26]. 

We introduce the concept of a bounding box, which is a rectangle containing the objects 
of interest to the analytical model. The boundaries of such a box are defined by two coordinates: 
upper left and lower right corners. Bounding boxes are widely used in detection tasks due to a 
clear formalization of the description of the object location in the image. This allows accurate 
detection of object boundaries and the use of these frames in various tasks related to image 
analysis. 
  Thus, the contours of the brain were surrounded by bounding boxes and classified as the 
class “brains”, the other objects in the image were not classified in any way.  An example of a 
labeled image is shown in Fig. 2. 
 

 
Fig. 2. Example of an annotated image 

 
Since the training efficiency of the neural network depends on the amount of data and be-

comes more robust when noise is present in part of the training dataset [19], image augmenta-
tion techniques, such as 90° rotation, adding points to the image, image blurring, specular re-
flection and perspective distortion were used to broaden the sample. Examples of images with 
the listed augmentations are presented in Fig. 3. 

 

 
Fig. 3. Examples of augmented images 

 



After augmentation, a set of 1038 images was obtained. They were divided into training 
and test samples in the proportion of 8:2. As a result, 814 images were included in the training 
sample and 224 images in the test sample. 

3. Methodology 
The study compares four approaches for detecting objects in an image: the use of stand-

ard OpenCV library methods (such as applying morphological transformations to a binarized 
image), called the morphometric approach, the use of the Viola-Jones algorithm, and two deep 
learning methods: neural networks with the YOLOv8 architecture and with the EfficientDet 
architecture. Each of the four approaches is described in detail below. 

3.1. Morphometrical approach 
A number of works related to medical image processing [14, 27] use some functions from 

the OpenCV library to process an image or to prepare an image for use in training a neural 
network. 

OpenCV (Open Source Computer Vision Library) [28] is an open source library for working 
with computer vision algorithms, machine learning and image processing. This library is im-
plemented in C/C++, but it is also developed for Python, Java, Matlab and other languages. In 
this paper, we used the Python version of the library. 

We created a 6-step algorithm to extract the outline of the largest object in the image and 
draw a bounding box around it, based on the information described in the above sources.  

The initial dataset contains images with one large object — the contour of the brain and a 
background. In this case, the background of the image is black, but in addition to it, other ob-
jects described above (desktop icons, screen frame, etc.) may also be on the photo. The contours 
of the brain in the image must be the largest contour. To find it, we propose to use the following 
algorithm: 

1. Convert an image to grayscale. 
2. Apply binarization to the obtained image. To find the threshold of binarization we use 

Otsu's algorithm [29]. Thus, the pixels belonging to the lighter region — the contour of the 
brain — should fall into the “useful” class, while the rest fall into the “background” class. 

3. Apply the morphological closing operation to a binarized image with a 3×3 kernel. This 
operation helps to eliminate small holes or dots in objects and merge them. 

4. Find all external contours in the transformed image [30]. After applying the previous 
operations, the main object became absolutely white, and the background became black. In this 
case, the contours will be understood as curves connecting continuous points (along the bound-
ary) having the same color and brightness, i.e., the objects with the highest brightness in the 
image will be detected.  

5. Among the found contours, choose the contour bounding the figure of maximum area. 
To do this, calculate the areas of all found contours using the Green-Ostrogradsky formula: 
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6. Draw a bounding box around the identified contour. 

This algorithm gives us the coordinates of the rectangles, presumably bounding the 
brain in the image.  

3.2. Viola-Jones Algorithm 
The Viola-Jones algorithm is one of the first object detection methods [20] that became 

widely used. However, this method has recently been losing popularity due to the emergence 



of new machine learning methods that demonstrate higher accuracy in recognizing the original 
objects [21]. A significant advantage of the method is that it demonstrates a low computational 
load on the system [31], which can be very useful if it is used as part of a more complex image 
processing system. 

This method is based on an integral image representation, which can efficiently compute 
the total brightness of pixels in rectangular regions of an image by applying preprocessing 
[15,16]. This significantly reduces the computational complexity of the operations and allows 
fast feature computation at different scales and different object positions in the image. 

The present algorithm incorporates the adaptive boosting algorithm [20], which is a learn-
ing method with successive tuning of weak classifiers (simple models that do not have high 
prediction accuracy) based on the errors of the previous classifier. In this way, the classification 
accuracy is gradually improved. Combining a set of weak classifiers together with a specific 
weight for each of them results in a stronger model. Typically, the weight for each weak classi-
fier is determined iteratively during the adaptive boosting training process, where the weights 
are updated based on how well the model handles certain data samples. 

One of the key components of the Viola-Jones algorithm, in addition to those listed above, 
is the use of Haar features to find the object being searched for. Haar features are rectangular 
regions of different sizes such as horizontal, vertical and diagonal stripes. These features are 
used to calculate various image features on the basis of which the object will be classified. The 
combinations of features form the cascading structure of the classifier. A visualization of the 
Haar features is shown in Fig. 4.  

 

 
Fig. 4. Haar features 

 
Haar’s Cascade is the most commonly used of all the object recognition methods consid-

ered in this paper. Nonetheless, a significant drawback of this algorithm is that it is arduous on 
the quantity of images in the training sample owing to the utilization of bouncing in training 
[17]. It is also arduous on the brightness of the images due to the utilization of a brightness-
aware method in the training algorithm.  

In this work, 814 positive images (407 original + 407 augmented) containing an object of 
the class “brains” and 1,000 negative images without objects of the desired class were used in 
training the cascade. Negative images included snapshots of desktop screens, mouse cursors, 
etc. — in order to reduce the sensitivity of the cascade response to the presence of these objects 
in the positive sample, as well as images of irrelevant objects: animals, fruits, vegetables, and 
nuts (Fig. 5). 
 



 
Fig.5. Some images from negative sampling 

 
In this study, a cascade was created using the Cascade Trainer GUI program, which is a 

graphical interface for applying algorithms from the OpenCV library.  
The cascade was trained for 20 epochs, after which a required false alarm rate of the clas-

sifier of 10% was achieved. At the same time, the acceptance ratio of the classifier was 0.0002, 
which means that the classifier is accurate enough and the model has not yet been overtrained. 
Thus, the creation of the cascade took 1,442 minutes. Training was performed on an AMD 
Ryzen 5 processor, 4 performance cores, frequency 2.10 GHz.  

3.3. YOLOv8 
YOLO (You Only Look Once) is a family of models for solving the multi-class detection 

problem. YOLO models are widely used for object detection in medical image processing [32]. 
The multi-class detection task in deep learning is conventionally composed of two subtasks. 
The first one is finding candidate bounding boxes, i.e., such bounding boxes in the image, 
within which at least one of the searched objects is most likely to be located. The second task is 
to classify the identified candidate bounding boxes by selecting the class with the highest cal-
culated probability of being located within a given bounding box. 

Earlier architectures, such as R-CNN [33], Fast R-CNN [34] or Faster R-CNN [35] solved 
the above tasks in two separate steps, whereas YOLO solves both tasks in a single step, which 
is reflected in the name of the method. 

The basic version of the YOLO model [17] is a convolutional neural network architecture 
from the “Darknet” family [36] and two fully connected layers. The basic version of YOLO uses 
the “Darknet-17” architecture. Note that “Darknet” in this case refers to the architecture and 
not to a deep learning framework with a similar name. 

YOLO inputs an image and outputs vectors for each of the remaining bounding boxes after 
a “Non-maximum suppression” procedure, which leaves the most relevant one out of several 
very similar bounding boxes, excluding the rest from the final detection. 

Since 2015, the YOLO family has seen various “newcomers” [32]. The most recent of these 
at the time of writing is the eighth version of YOLO, namely YOLOv8. In this model, object 
detection checkpoints are pre-trained on the MS-COCO dataset [37], and image classification 
models are pre-trained on the ImageNet set [38], allowing for a more stable multi-class detec-
tion quality. 

Ultralytics [39], the official library of YOLOv8 developers, was used to run the model. The 
pre-trained model was further trained on a dataset created by the authors using stochastic gra-
dient descent (AdamW algorithm with a learning rate equal to 0.002 and momentum equal to 
0.9) with the selection of hyperparameters after each epoch on a validation sample of 100 im-
ages. Data for the validation sample were randomly selected from the training sample. The 
model was trained for 50 epochs, after which the value of the error function stopped decreasing 



and there was a danger of over-fitting. The process of changing the value of the loss function 
during 50 epochs is illustrated in Fig. 6. 

 

 
Fig. 6. Graph of convergence of training results of the YOLOv8 model 

 
A threshold value of 0.7 was placed on the probability of finding an object of the class 

“brains”. The value was selected as a hyperparameter in order to achieve the highest average 
Intersection over Union (IoU) metric. 

YOLOv8 was trained in the Google Colaboratory interactive environment using a T4 GPU, 
with a training time of 25 minutes. 

3.4. EfficientDet 
EfficientDet (D0-D7) [18] are models from the innovative class of neural network models 

EfficientNet [40], designed for object detection in images. This model is based on the Efficient-
Net architecture, on top of which a layer working with the Bidirectional Feature Pyramid Net-
work (BiFPN) is added, followed by a classifier network for generating object class predictions 
and a block network for bounding box prediction. Focusing on mobile and embedded applica-
tions, TensorFlow Lite (TF Lite) [41] developed the EfficientDet-lite family of object detection 
models using convolutional architectures standard to this family of models, but formatted for 
small model size and fast output. However, their performance is slightly inferior to the original 
EfficientDet family counterpart. This study used the EfficientDet-lite (lite0) object detection 
model pre-trained on the MS-COCO 2017 dataset [37]. Based on the results of the model's com-
parison, the authors plan to integrate the selected approach into a large automatic diagnosis 
system. Therefore, the speed of operation and the small size of the model interested us from a 
research perspective, and this model was chosen. The number of output classes of the model 
was changed (the MS-COCO 2017 dataset contains 91 classes of objects, and in the task at hand, 
the model should detect only one class - “brains”), and the threshold value of the probability of 
detecting an object in an image was set to 0.7, similar to the YOLOv8 model described above. 
This was done for correctness of comparison of the final results. The model was pre-trained 
using the error back propagation method using a stochastic gradient descent with an inertia of 
0.9, an initial step of 2*10^-2, and a cosine attenuation multiplier of 4*10e-5. The model was 
pre-trained for 20 epochs, after which the loss function stopped decreasing. This process is 
illustrated in Fig. 7. 

 



 
Fig. 7. Graph of convergence of training results of EfficientDet-lite (lite0) model 

 
The model was trained on a PC with an AMD Ryzen 3 processor, 4 performance cores, fre-

quency 2.6 GHz. The training took 162 minutes on the described computer. 
 

3.5. Quality metrics 
For object detection tasks in an image, the choice of a quality metric that indicates how well 

the model solves the problem is also important. The IoU metric is widely used to evaluate the 
quality of model performance in segmentation and object detection tasks in computer vision. 
IoU has a simple and interpretable formula that reflects the ratio between the area of the inter-
section region of the rectangles bounding the true and predicted objects and their total area 
(Fig.8). 

 

 
Fig. 8. Graphic interpretation of the IoU-metric 

 
In this case, it is easy to interpret how well the model detects objects. To compare the per-

formance of different methods, the average value of this metric on the test sample was calcu-
lated. In Section 4, Table 1 shows not only the mean values of the metric, but also the maximum 
and minimum over the sample, in column 2. Since, in this study, only one class of objects is 
searched for in the image and the result is a single bounding box, the use of this metric is more 
appropriate than using common metrics such as average precision (AP) and mean average pre-
cision (mAP). 

In addition to the IoU metric, the number of elementary operations that were required to 
run the algorithms on the test sample was measured as a measure of algorithm performance. 
This metric is independent of the device on which the model is run. A standard python language 
module, cProfile, was used to analyze program performance and calculate the number of ele-
mentary operations.  

4. Results 
The results of the computational experiments are described in Table 1. 



Table 1 Comparison of algorithms 
Name of the ap-

proach 
IoU (min; max) Number  

of elementary 
operations 

Size of the 
model (Mb) 

Morphometric 
approach 

0.795 (0.0; 0.99) 98,710 - 

Viola-Jones algo-
rithm 

0.453 (0.0; 0.85)  97,366  0.11 

YOLOv8 0.913 (0.0; 0.99)  68,900  22.49 
EfficientDet-lite0 0.817 (0.04; 0.94) 197,823 4.23 

 
The YOLOv8 model demonstrated the best average quality of object detection on the test 

sample. However, it was found that the performance of all considered models strongly de-
pended on the presence of noise in the image. For a more detailed analysis of the algorithms' 
performance quality, histograms of the distribution of the object detection quality on the image 
were plotted (Fig.9). 

 

 
Fig. 9.  Histograms of the distribution of IoUs' values based on the results of object detec-

tion provided by different models 
 

For example, for images with little noise and sufficient contrast between the object (brain) 
and the background, the morphometric algorithm detected the object with an accuracy of up 
to 99.9%. However, the presence of strong noise in the image reduced its accuracy to almost 
0%. It can be concluded that this algorithm processed most of the images with very high accu-
racy. Machine learning algorithms proved to be more resistant to image noise and demon-
strated stable results for almost the entire sample. Nevertheless, the factor of noise presence 
was significant for them as well. The IoU distribution for the YOLOv8 model was the most 
skewed to the right, i.e., YOLOv8 almost always shows a score of 0.8 or higher, except for one 
photo (Fig. 8) when the model is unable to find an object. In this image, a strong noise is created 
by the flash from the camera, which obviously biases the model. The EfficientDet model suc-
cessfully detected brain contours in all images, even in the presence of strong noise. However, 
the average quality of object detection in the image of this model is worse compared to 
YOLOv8, which is due to the lower accuracy of finding the bounding box. The Viola-Jones al-
gorithm on the presented sample showed the worst result in terms of IoU-metrics, but we can 
note a certain stability in its work: it can detect the brain on images of any quality.  

Fig.8 shows examples of algorithm results on good quality images and on images with a lot 
of noise.  

 



 
Fig. 10. Results of algorithms' work on images with different noise levels. 1, 2: highly 

noisy images, 3, 4: high-quality images 
 

The study also revealed that the Viola-Jones algorithm is the least costly in terms of the 
number of operations, and it occupies the least memory space. The morphometric approach is 
also very close to Viola-Jones in those parameters. However, there are serious obstacles for 
using both of these methods: in the case of the Viola-Jones algorithm: very low accuracy, and 
in the case of morphometric approach — instability of the algorithm in the presence of strong 
noises in the image. 

5. Conclusion 
In this paper, four methods of brain detection in a computer screen MRI image have 

been compared. All tested approaches demonstrate a quite high average performance of object 
detection in the image. The YOLOv8 model demonstrated the highest average IoU object de-
tection performance, however, this model is massive in terms of computer memory and its per-
formance is sensitive to noise in the image. The EfficientDet-lite0 model demonstrated a 
slightly lower quality of object recognition on average, but proved to be more robust to noise. 
Another advantage of this model is its light weight. The volume of the model is important for 
its further incorporation in more complex neural network diagnostic systems, for which object 
detection will be only the first step. The classical morphometric approach to the detection of a 
large object in the image has also demonstrated high results, but it cannot be used to solve the 
problem because this algorithm recognizes the largest light area in the image. In the case of 
image illumination or a random light object in the frame, it works incorrectly. The Viola-Jones 
algorithm poorly coped with the task of detecting brain structures on the MRI image and is not 
recommended for use within the described task. 
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